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What is a language model?

• An estimator of the prior probability of a token sequence (e.g., text)

• Can be thought of as a sequential predictor:

𝑃 𝑤1, 𝑤2, … , 𝑤𝑛 = 𝑃 𝑤1 𝑃 𝑤2 𝑤1) … 𝑃(𝑤𝑛| 𝑤1, …𝑤𝑛−1)

• Measures of goodness
• Cross-entropy rate between a reference distribution (test set) and the model 

= average number of bits needed to encode a token
1

𝑛
𝐻 𝑤1…𝑤𝑛 = −

1

𝑛
σ𝑖 log 𝑃 𝑤𝑖 ℎ𝑖)

• Perplexity (average branching factor)
𝑃𝑃𝐿 = 𝑒

1
𝑛𝐻(𝑤1…𝑤𝑛)
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Pre-History

• Claude Shannon (1916-2001)
• Father of information theory

• Inventor of language modeling: defined the “Shannon Game”
• Let humans predict a text, one letter at a time

• Record how many times the prediction is correct (or how many guesses are needed)

• Derive an estimate for the “human entropy” of English:  ≈ 1 bit / letter (Bell System 
Technical Journal, 1951)
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The Ages of Language Modeling

• Pre-history

• The age of N-grams (1980-2000)

• The age of structured LMs (1990-2010)

• The age of neural LMs (2000-?)

• The age of large LMs (2015-?)
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The Age of N-grams

• Assumption: only nearby tokens will influence probability of next 
token

• Use statistics of N successive tokens (N-grams)

• Most popular for English word tokens:   N = 3

• Popularized by the IBM speech group (Jelinek 1990)

Fred Jelinek (1932-2010)
“Every time I fire a linguist our 
performance improves”
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Trigram models and smoothing by interpolation
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N-gram Smoothing

• How do you estimate the probability of unseen N-grams?

• Many approaches
• Good-Turing

• Kneser-Ney

• Absolute discounting

• Interpolation

• Interpolated Kneser-Ney

• etc.

• Extensive comparison: Chen & Goodman (1998)

12/15/2023 ASRU 2023 Tutorial 7



LM Training Objective (aka loss functions)

• Maximize likelihood of training data (ML training)
• Minimizes training set perplexity 

• Discriminative training
• Optimize some decision based on LM
• For example, N-best rescoring of ASR hypotheses

• Max. posterior probability of correct hypothesis (maximum mutual information, MMI)
• Min. word error of the top hypothesis (MWER training)

• Typical: ML on large general training set, discriminative on small 
target set
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Beyond N-grams
• Problem with N-gram LMs:

• Cannot use statistics that overlap
• e.g., the number of adjacent bigrams together with the number of “skip-bigrams”

• Ignore structure of linguistic dependencies
The dog under the tree barked

• barked is predicted by dog, it’s subject head, not by tree

• Limited range, impossible to model other long-distance dependencies
• Words tend to repeat

• Topical coherence (“child”  → “school”)

• No generalization over words with similar properties
My favorites pets are dogs|cats|hamsters

Dogs|cats|hamsters needs a lot of care
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N-gram models with “add-ons”

• Cache LM: boost recently seen tokens (Kuhn 1988)

• Mixture LMs: text coherence by interpolating multiple specialized 
LMs (e.g., Clarkson & Robinson, 1997)
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Class N-gram models

• Generalize n-grams to range over words and/or class labels
My favorites pets are CLASS_PETS

CLASS_PETS needs a lot of care

• Class labels “expand” to word tokens
CLASS_PETS → dogs (0.4)|cats (0.2)|hamsters (0.05) | …

• Classes can be defined by hand (domain knowledge) or learned from 
training data by maximizing model likelihood (Brown et., 1992)
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Finite state graphs as language models

• Idea:
• Walk through a weighted finite-state network (WFST) as tokens are read

• Transition probabilities 𝑃 𝑠′ 𝑠, ℎ𝑖𝑠𝑡𝑜𝑟𝑦)

• Next-token probabilities are a function of the state, or of state and history
𝑃 𝑤 𝑠′, ℎ𝑖𝑠𝑡𝑜𝑟𝑦)

• Hand-crafted state-based LMs are often used to encode domain 
knowledge
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Finite-state LMs (continued)

• N-gram LMs are a special case: previous 𝑁 − 1 words are the state

• Class N-grams are a special case:  states correspond to classes

• LMs represented as FSTs have an algebra (intersection, composition)
• E.g., compose the FST for class-ngrams with the FSTs for class membership

• FSTs can be determinized for efficiency (deterministic = the next token 
determines the next state)
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LMs for modeling linguistic structure

• N-grams ultimately are too limiting

• Build linguistic structure into the LM
• Grammatical/semantic structure

• Disfluencies (spontaneous speaking style)

• Conversational structure
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Grammatical Structure

• Predict words using the dependency structure of sentences

• Dependency tree is constructed incrementally by a statistical model
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LM for Disfluencies: The Cleanup model

• Spontaneous language includes disfluencies due to online sentence 
planning:  filled pauses (uh), repeated words, self-corrections, etc.

• Modeled with probabilistic insertion of disfluency events and editing 
of N-gram context to remove (“clean up”) the extra words

I really don’t uh <REPEAT> don’t know what the big <REPEAT> the big deal is

Skip these subsequences when predicting the token after the <REPEAT> event

ICASSP 1996
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Conversational Structure: Dialog Acts
• Conversations have a two-level 

structure:
• Sequence of speaker labels and 

dialog acts:  𝑃 𝑆2, 𝑈2, 𝑆1, 𝑈1, … )

• Sequences of words conditioned 
on the dialog acts 𝑃 𝑊𝑖 𝑈𝑖)

• Can also model acoustic and 
prosodic features 𝐴𝑖 of dialog acts

Computational Linguistics (2000)
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The Age of Neural LMs

• Three distinct phases
• Feed-forward neural N-gram models

• Recurrent neural models

• Transformer-based models (and dramatic scaling)

• Instruction-tuned models, in-context learning
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Feedforward Neural LMs

• Combine three key ideas
• Encode N-gram context by (N-1)-tuples of word embeddings

• Use deep neural classifiers to predict next word token using softmax

• Learn word embeddings jointly with the word prediction task

NIPS 2000
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Recurrent Neural Nets (RNNs) 

• Context vectors: feed hidden layer 
activation back into next-state 
and next-word prediction

• Allows history memory beyond 
fixed window
• Continuous-space version of FST

• Later enhanced by
• Long Short-Term Memory gating

• Stacked recurrent layers
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(Neural) Transformers

• A new NN architecture designed to learn long-range dependencies

• Based on query-key-value self-attention at multiple layers of 
representation 

NIPS 2017
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BERT - Bidirectional Encoder Representations 
from Transformers
• Pre-trained by

• Predicting to randomly masked portions of the input sequence

• Next-sentence prediction

• Learns contextual embeddings for input tokens and entire sequences

• Fine-tuned on a variety of NLP tasks, from [CLS] embedding 

arXiv 2018
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RescoreBERT – Discriminative LM from BERT

• Fine-tune BERT with two objectives
• regress on (distill) a masked LM pseudo-likelihood from the CLS embedding

• minimize word error over an N-best list (discriminative LM)

ICASSP 2022
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GPT – Generative Pre-Training
• Transformer based

• Pre-train on token prediction task (left-to-right, unlike BERT)

• Supervised fine-tuning on a specific NL understanding task
• inference, question answering, semantic similarity, text classification

• Regularize with token prediction loss

• Based on final token  hidden embedding 
OpenAI 2018
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Comparative Study of LLMs as LMs for ASR
• Some conclusions:

• Even with only small in-domain pre-training,
Transformer LMs > other NN LMs

• Fine-tuning LLMs on in-domain LM task helps

• Context beyond current sentence (utterance) helps

• GPT and BERT are complementary

ASRU 2021
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Prompting LLMs

• LLMs can be fine-tuned to interpret instructions (cf. ChatGPT)
→ Prompt engineering

→ In-context learning (instructing with examples)

• It is possible to prompt LLMs to perform evaluation, ranking etc. of 
input texts for specific purposes

• For ASR rescoring and/or correction: see Huck’s paper & presentation

ASRU 2023
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What has changed, and
What has stayed the same
• Hand-crafted dependency structures in models have been replaced with 

large “dumb” neural nets that can learn the dependencies

• But they need the right architectural features to learn the dependencies 
(cf.  self-attention mechanism)

• It’s still good to understand linguistic phenomena so that we know what 
aspects of the data to encode (context, speaker info) for learning

• Training on large mismatched data, then fine-tuning (or interpolating) with 
in-domain data is still good.

• Ensembling of different architectures and/or training data sets still a good 
idea
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Thank you!
andreas.stolcke@uniphore.com
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